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Theory of action spectroscopy for single-molecule reactions induced by vibrational
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A theory of action spectroscopy, i.e., a reaction rate or yield as a function of bias voltage, is presented for
single-molecule reactions induced by the inelastic tunneling current with a scanning tunneling microscope. A
formula for the reaction yield is derived using the adsorbate resonance model, which provides a versatile tool to
analyze vibrationally mediated reactions of single adsorbates on conductive surfaces. This allows us to determine
the energy quantum of the excited vibrational mode, the effective broadening of the vibrational density of states
(as described by Gaussian or Lorentzian functions), and a prefactor characterizing the elementary process behind
the reaction. The underlying approximations are critically discussed. We point out that observation of reaction
yields at both bias voltage polarities can provide additional insight into the adsorbate density of states near the
Fermi level. As an example, we apply the theory to the case of flip motion of a hydroxyl dimer (OD)2 on Cu(110)
which was experimentally observed by Kumagai et al. [Phys. Rev. B 79, 035423 (2009)]. In combination with
density functional theory calculations for the vibrational modes, the vibrational damping due to electron-hole
pair generation, and the potential energy landscape for the flip motion, a detailed microscopic picture for the
switching process is established. This picture reveals that the predominant mechanism is excitation of the OD
stretch modes which couple anharmonically to the low-energy frustrated rotation mode.

DOI: 10.1103/PhysRevB.89.035427 PACS number(s): 68.37.Ef, 33.20.Tp, 68.35.Ja, 68.43.Pq

I. INTRODUCTION

Adsorbate motions on surfaces constitute the most fun-
damental step for many surface chemical reactions because
it is the rate-limiting step for adsorbates to meet a reaction
partner or to reach an active site before reaction takes place
[1]. The observation of adsorbates motion and of forma-
tion/breaking of bonds on surfaces provides indispensable
information about the microscopic mechanisms of surface
chemical reactions [2]. Tunneling electrons from the tip of
a scanning tunneling microscope (STM) can be used as an
atomic-size source of electrons for electronic and vibrational
excitations and to manipulate individual atoms and molecules
in a controlled manner across a surface. Following the first
observation of inelastic electron tunneling spectra (IETS) for
a single acetylene molecule adsorbed on a Cu(100) surface
with STM [3], Stipe et al. [4] reported that rotation of the
acetylene molecule can be induced by vibrational energy
transfer from the C-H stretch mode excited by tunneling
electrons to the frustrated rotational mode of the molecule.
The rotation rate R(V ) exhibits a threshold at the bias voltage
corresponding to the excitation of the C-H stretch mode.
Further, the slope d ln(R)/dV and the second derivative of
the STM tunneling current d2I/dV 2 both exhibit a peak
at the same bias voltage V ∼ 358 mV, thus demonstrating
that the excitation of the C-H stretch mode is a trigger for
rotation.

Since these pioneering works opened up the new avenues of
STM-IETS and vibrationally mediated motions and reactions
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of single molecules on metal surfaces, a myriad of experimen-
tal and theoretical works have been accomplished [1,2]. It is
well established that the observation of the reaction rate R as
a function of tunneling current I and applied bias voltage V

provides complementary and indispensable information about
the microscopic elementary processes. Whereas R(I ) tells us
how many inelastic tunneling electrons are required to induce
a given single-molecule reaction (i.e., the reaction order),
the quantity R(V ) reveals thresholds which may allow for
assignment of the active vibrational modes responsible for
inducing a given reaction.

Sainoo et al. [5] coined the study of vibrationally mediated
motion yields, i.e., the yield Y (V ) ≡ eR(V )/I (V ) that char-
acterizes the probability per tunneling electron to actuate the
motion, as “action spectroscopy” (AS) and emphasized that AS
may reveal information about active vibrational modes of the
adsorbate that are not visible in STM-IETS. In particular, they
showed that for the configurational change of cis-2-butene on
Pd(110), four vibrational modes could be detected in the AS,
but only two of them in their STM-IETS. The underlying idea
is that AS records all inelastic excitations responsible for the
adsorbate motions and reactions, while IETS is only sensitive
to inelastic scattering events that leave a correction in the
current (and its higher derivatives). The latter is not guaranteed
as, to lowest order in the electron-vibration coupling, the
correction in the current is a competition between elastic and
inelastic contributions which may cancel out [6–8]. Usually,
Y (V ) has been measured to determine only the vibrational-
mode energies that trigger a given reaction, and little attention
has been paid to how much more that can be learned from a
detailed analysis of AS.
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Ueba and Persson [9] demonstrated that AS, or more
precisely the second derivative of the reaction rate R(V ) with
respect to the bias voltage, in principle provides direct access to
the vibrational density of states (DOS) ρph(ω) of the adsorbate.
This led Motobayashi et al. [10] to propose a simple and
empirical formula to reproduce Y (V ) over a wide range of
V , resulting from integrating twice a Gaussian vibrational
DOS. The spectral fitting of their formula to CO hopping
and cis-2-butene configurational change on Pd(110) allowed
a better determination of (i) the vibrational energy (compared
to that estimated from a peak in d ln(R)/dV ), (ii) the reaction
order, and (iii) the transition rate for CO hopping associated
with anharmonic coupling between the modes excited by
tunneling electrons and the reaction-coordinate (RC) mode.

Recently, we derived a general formula for Y (V ) in order
to study H-atom relay reactions in a molecular chain of
H2O-OH-OH (D2O-OD-OD) on Cu(110) [11]. This formula
is quite general and can be applied to analyze also many
other vibrationally mediated motions and reactions of single
adsorbates on metal surfaces. One of us demonstrated this
in a reproduction of Y (V ) for lateral hopping of a single
CO molecule on Pd(110) [12,13]. From the extracted fitting
parameters for the transition rate to excite the frustrated
translation mode above the barrier, the anharmonic coupling
between the C-O stretch mode excited by tunneling electron
and the RC mode of the translation could be directly quantified
for the first time.

In this work, we provide the detailed analytical procedures
to obtain Y (V ) and discuss the various approximations in-
volved. A key quantity, the vibrational generation rate �iet(V )
for vibrational excitations induced in the adsorbate by the
tunneling current, is calculated directly from perturbation
theory in the electron-vibration coupling (Fermi’s golden rule).
This simple approach for AS is in contrast to theories for IETS,
where the need to quantify the inelastic corrections in the
current generally demands more advanced formulations such
as nonequilibrium Keldysh Green’s functions (NEGF) [8,14].
We apply our formula to reproduce Y (V ) for the flip motion be-
tween the two stable configurations of a hydroxyl dimer (OD)2

on Cu(110) [15–17]. The optimized adsorption geometry, the
vibrational modes, and their relaxation through electron-hole
pair excitations, as well as the potential landscape between
the two different inclined configurations, are calculated by
density functional theory (DFT) using VASP [18]. Conjoint
with our previous work [19] based on INELASTICA [20] for
the current-voltage characteristics, this work completes and
deepens our theoretical understanding of the dynamics of the
vibrationally induced flip motion of (OD)2 on Cu(110).

The outline of the paper is the following. In Sec. II,
a key quantity, the vibrational generation rate �ν

iet(V ) for a
normal mode vibration ν, is formulated using an adsorbate
resonant model Hamiltonian. In doing so, a spectral generation
rate �ν

in(ω,V ) corresponding to a vibrational excitation of
energy �ων is derived within perturbation theory in the
electron-vibration interaction. The theoretical formulations are
examined within several physical approximations, i.e., zero-
temperature limit, linear expansion around emission threshold,
and extended wide-band limit of the adsorbate density of states.
We also examine how the shape of the vibrational density of
states (δ, Gaussian, or Lorentzian functions) manifests itself in

�ν
iet(V ) near the threshold bias voltage for reaction. The main

theoretical result is an analytic formula for the reaction yield
Y (V ) which can be used to fit experiments on single-electron
processes in order to gain insight into the involved vibrational
modes and elementary reaction steps. In Sec. III, we apply the
formula for Y (V ) to analyze the configurational switching of
a hydroxyl dimer (OD)2 on Cu(110) [15,17]. This analysis
suggests that excitation of OD stretch modes is a trigger
for switching through anharmonic coupling to the reaction
coordinate. Finally, conclusions are presented in Sec. IV.

II. MODEL FOR VIBRATIONALLY ASSISTED
SURFACE REACTIONS

A. Hamiltonian

To describe the typical STM setup, in which a tunnel
current is passed through a single molecule or adatom adsorbed
on a conductive surface, we consider the standard adsorbate
resonance model Hamiltonian [21–24]

H0 = εa|a〉〈a| +
∑

s

εs |s〉〈s| +
∑

t

εt |t〉〈t |

+
∑

s

(Vsa|s〉〈a| + H.c.) +
∑

t

(Vta|t〉〈a| + H.c.), (1)

written in terms of the one-particle electron states |a〉, |s〉, |t〉
of the adsorbate level, the substrate, and the tip, respectively,
and their corresponding one-electron energies εa , εs , and εt .
Vsa (Vta) describes the hopping integrals between the substrate
(tip) and the adsorbate level.

We further consider that a set of vibrational modes {ν}
associated with the nuclear degrees of freedom of the adsorbate

Hvib =
∑

ν

��ν(b†νbν + 1/2) (2)

couples to the adsorbate resonance via linear coupling terms

H ′ =
∑

ν

H ′
ν =

∑
ν

χν(b†ν + bν)|a〉〈a|, (3)

where χν is the electron-vibration coupling matrix element for
mode ν and bν (b†ν) the corresponding vibration annihilation
(creation) operator. The system is therefore described by the
following Hamiltonian:

H = H0 + Hvib + H ′. (4)

B. Reaction rate

At low temperatures, where molecular vibrations are almost
completely frozen, the probability for a given adsorbate
reaction or motion to occur is related to the efficiency for
the tunneling electrons to excite the vibrational modes and
thus to leave the adsorbate with sufficient energy to either
overcome or tunnel through the potential energy barrier EB

associated with the reaction along the reaction coordinate
(RC). Here, we limit ourselves to model reactions induced by
single-electron tunneling events, which implies that adsorbate
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FIG. 1. (Color online) Schematic illustrations of four different
elementary processes induced by single-electron inelastic tunneling
events transferring a quantum of �� (red arrows) to the adsorbate.
The process may involve overbarrier (OB, ��ν � EB , left column)
or vibrationally assisted tunneling (VAT, ��ν � EB , right column),
and the accepting mode ν may be the RC mode itself (direct, top row)
or involve intermode anharmonic coupling (bottom row) to the RC
mode as characterized by the interconversion rate γν,RC.

vibrational excitations are always damped before the next
tunneling electron arrives.1

In this scenario, we can distinguish between four different
elementary processes, sketched in Fig. 1, depending on
whether it involves overbarrier (OB, ��ν � EB) or vibra-
tionally assisted tunneling (VAT, ��ν � EB), and whether the
accepting mode ν is the RC itself (direct, D) or involves inter-
mode (IM) anharmonic coupling to the RC as characterized by
the interconversion rate γν,RC. We note that direct excitation
of the RC [Fig. 1(a)] can not be quantified within the present
theoretical framework because it involves direct coupling to
the unbound (final) state.

For the common case of OB-IM elementary processes
[Fig. 1(b)], the reaction rate ROB-IM is proportional to the
(quasi)stationary population P ν

1 of the first excited state of the
accepting mode and proportional to the interconversion rate
γν,RC [24], i.e.,

ROB-IM(V ) = γν,RCP ν
1 . (5)

The population P ν
1 is readily determined from the steady-state

solution to the master equation (assuming P ν
1 � P ν

0 ≈ 1)

dP ν
1

dt
= −(

γ ν
eh + γν,RC

)
P1 + �ν

IET(V )P ν
0 = 0, (6)

where �ν
IET(V ) is the vibrational generation rate (the topic of

the next subsection) due to the inelastic tunnel current that
drives the oscillator from the ground state to the first excited
state. In the above, we include only the electron-hole pair
damping rate γ ν

eh of mode ν, but other damping mechanisms
can readily be added. The OB-IM reaction rate can thus be

1We note that this situation also includes combination band excita-
tions [4,25] and coherent multiple excitation [26] in a single-electron
tunneling process.

written as

ROB-IM(V ) = γν,RC

γ ν
eh + γν,RC

�ν
IET(V ) 	 γν,RC

γ ν
eh

�ν
IET(V ). (7)

The reaction can also be induced by VAT γt by direct
excitation of the RC mode itself [Fig. 1(c)]. In this case, we
obtain

RVAT-D(V ) = γt

γeh + γt

�RC
IET(V ) 	 γt

γeh
�RC

IET(V ), (8)

which has been successfully applied to reproduce the experi-
mental results of the hydrogen-bond exchange reaction within
a single water dimer on Cu(110) [27,28].

The fourth possible single-electron process [Fig. 1(d)]
corresponds to the case where the RC mode is first excited
to the bundle of m levels below the barrier via decay of a mode
ν excited by a tunneling electron via IM couplings γ

(m)
ν,RC, and

then proceeds to escape by tunneling γ
(m)
t . In this case, the

reaction rate is given by

RVAT-IM(V ) =
∑
m

γ
(m)
ν,RCγ

(m)
t(

γ ν
eh + γ

(m)
ν,RC

)(
γ

(m)
RC + γ

(m)
t

)�ν
IET(V ) (9)

	
∑
m

γ
(m)
ν,RC

γ ν
eh

γ
(m)
t

γ
(m)
RC

�ν
IET(V ). (10)

One factor represents the branching ratio of the ν mode decay
via intermode coupling with respect to the total damping
mechanisms of ν. A second factor represents the branching
ratio of the tunneling from the level m with respect to the
damping of the RC mode. Since the RC mode in general has a
low energy associated with the nuclear motion, γ

(m)
RC contains

both damping due to substrate phonons and generation of
electron-hole pairs. To our knowledge there have been no
experimental reports suggesting this VAT-IM scenario so far.

C. Vibrational generation rate

1. Finite temperatures

As is evident from the above, a key quantity in the theory of
AS is the vibrational generation rate �ν

IET(V ) associated with a
characteristic vibrational (accepting) mode of the adsorbate
being excited by the tunnel current. It can generally be
expressed as [29]

�ν
IET(V ) =

∫ ∞

0
dω ρν

ph(ω)�ν
in(ω,V ), (11)

where ρν
ph(ω) is the vibrational DOS and �ν

in(ω,V ) is the
spectral generation rate for mode ν corresponding to an
excitation of energy �ω (phonon emission). Within Fermi’s
golden rule (FGR), the latter is given by

�ν
in(ω,V ) = 2

2π

�

∑
i,f

|〈f ; n + 1|H ′
ν |i; n〉|2

× na(εi,V )[1 − na(εf ,V )] δεi ,εf +�ω, (12)

where |i; n〉 (|f ; n + 1〉) characterizes the initial (final) elec-
tronic state with the harmonic oscillator in level n (n + 1).
A factor of 2 accounts for spin degeneracy. The Pauli
exclusion principle is taken into account via the adsorbate level
(energy-resolved) occupation probability na(ε,V ), which (un-
der nonequilibrium conditions imposed by a sample voltage V )
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can be expressed as

na(ε,V ) = nF (ε + eV )�s + nF (ε)�t

�
, (13)

where �s/t are the tunneling rates to substrate (s) and
tip (t) electrodes [energy-independent quantities in the

wide-band limit (WBL)], � = �s + �t the total tunneling
rate (lifetime broadening), and nF (ε) = 1/(eβ(ε−εF ) + 1) the
Fermi-Dirac distribution function (Fermi energy εF , inverse
temperature β = kBT ). With Eq. (3) as the perturbation
we have

�ν
in(ω,V ) = 2

2π

�
χ2

ν

∑
i,f

|〈n + 1|b† + b|n〉|2|〈f |a〉〈a|i〉|2na(εi,V )[1 − na(εf ,V )] δεi ,εf +�ω (14)

= 2
2π

�
χ2

ν [1 + nB(�ω)]
∫ ∞

−∞
dεi ρa(εi,V )ρa(εi − �ω,V )na(εi,V )[1 − na(εi − �ω,V )], (15)

where nB(�ω) = 1/(eβ�ω − 1) is the Bose-Einstein distribu-
tion. The summations over initial and final states are replaced
with integrals over the adsorbate DOS ρa(ε,V ) (per spin
channel) defined via [21,22]

ρa(ε,V ) =
∑

α

|〈α|a〉|2δε,εα
, (16)

which in the WBL reads as

ρa(ε + eV ) = 1

2π

�

(ε + ηeV − εa)2 + (�/2)2
. (17)

Here, η = �s/� is a parameter that characterizes how the
adsorbate level moves with voltage. In the following, we
assume η = 1 corresponding to usual STM conditions where
�s � �t . This implies that the adsorbate level is pinned to
the substrate chemical potential, i.e., that an applied sample
voltage V simply shifts the resonance position by eV with
respect to the Fermi level εF . The full potential drop thus
occurs between the adsorbate and STM tip. However, we note
that for STM studies of adsorbate reactions on thin insulating
films [30,31] it might be important (but straightforward) to
take η < 1 explicitly into account.

2. Zero-temperature limit

To proceed further for �in(ω,V ) in Eq. (15) we apply
successively a number of physical approximations. First, with
the Lorentzian adsorbate DOS ρa(ε) in Eq. (17), the spectral
generation rate takes the following analytic expression in the
zero-temperature limit (kBT → 0):

�ν
in,0(ω,V ) = 2χ2

ν �s�t

π��(�2 + (�ω)2)

×
⎧⎨
⎩
I(eV ) − I(�ω), eV > �ω

I(0) − I(eV + �ω), eV < −�ω

0, |eV | � �ω

(18)

where

I(X) ≡ A(X + εF − εa) + L(X + εF − εa), (19)

A(X) ≡ arctan
2X

�
+ arctan

2(X − �ω)

�
, (20)

L(X) ≡ �

2�ω
ln

X2 + (�/2)2

(X − �ω)2 + (�/2)2
. (21)

The zero-temperature limit (denoted by subscript 0) is essen-
tially always justified in STM manipulation experiments as the

thermal energy is the smallest energy scale in the problem, e.g.,
at T = 4.2 K the thermal energy is kBT ≈ 0.4 meV, which
is significantly smaller than typical vibrational excitations
�ω, applied voltages eV , and lifetime broadenings � of the
adsorbate resonance.

3. Linear expansion around emission onset

Second, as we are mostly interested in the behavior
around the onset of vibrational emission, it is often a good
approximation to perform a linear expansion of Eq. (18) around
eV = ±�ω. This can be written as

�
ν,lin
in,0 (ω,V ) = α(V )γ ν

eh(ω)
�s�t

�2

|eV | − �ω

�ω
θ (|eV | − �ω),

(22)

where θ is the Heaviside step function. We define γ ν
eh(ω) =

4πωχ2
ν ρ2

a (εF ) as the “usual” electron-hole pair damping rate at
εF and α(V ) = ρa[εF + sgn(V )�ω]/ρa(εF ) as an asymmetry
factor taking into account variations in the adsorbate DOS on
the energy scale of the vibrational energy. For an occupied res-
onance εF − εa � �ω, one has α(−V ) > 1 > α(+V ), which
according to Eq. (22) implies that the spectral generation rate
in principle is larger for negative sample voltages than for
positive.

4. Extended wide-band limit

Third, in the extended wide-band limit (EWBL), the
adsorbate DOS is considered to be constant over the energy
scale of the vibration energy, i.e., ρa(ε ± �ω) ≈ ρa(ε) and
therefore α(V ) = 1. The spectral generation rate thus takes
the well-known form [24,29,32]

�
ν,EWBL
in,0 (ω,V ) = γ ν

eh(ω)
�s�t

�2

|eV | − �ω

�ω
θ (|eV | − �ω). (23)

We note that this result is readily recast to the form used in
Ref. [32] by introducing the partial spectral functions defined
as As(t) = 2πρa(εF )�s(t)/�.

5. Numerical comparison

Above we gave analytic expressions for the spectral
generation rate �in(ω,V ) at various levels of approximations.
Here, we compare them numerically and discuss the qualitative
differences. Figure 2 shows the spectral generation rate for
a specific set of parameters (see caption) for the adsorbate
resonance model. The finite-temperature result [Eq. (15)]
(thick red line) and the zero-temperature limit [Eq. (18)] (thick
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FIG. 2. (Color online) Generic illustration of the spectral gener-
ation rate �in(ω,V ) at the various levels of approximations: the finite-
temperature expression (15) (thick red line) and the zero-temperature
expressions (18) (thick dashed blue line), (22) (linear expansion,
thin black line), and (23) (EWBL, dashed-dotted black line). The
model parameters are �s = 1000�t = εF − εa = 90kBT = 3�ω,
corresponding to a relatively sharp occupied electronic resonance
at high temperatures (chosen to illustrate the differences between the
various approximations).

dashed blue) coincide for voltages larger than the emission
threshold eV = ±�ω. Around the onset, finite temperature
manifests itself in a smearing and finite emission probability
below the threshold. Both expressions show a nonlinear de-
pendence on V which originates from the energy dependence
of the adsorbate resonance density of states ρa(ε). For obvious
reasons, the linear expansion Eq. (22) (thin black line) and
the EWBL Eq. (23) (dashed-dotted black line) do not capture
this nonlinearity, but the former maintains the asymmetry with
respect to bias inversion [through the inclusion of the energy
variation ρa(εF − �ω) = ρa(εF + �ω)].

For almost all practical purposes, the zero-temperature limit
is valid to describe low-temperature STM-based experiments.
The tiny effect of temperature observed in Fig. 2 is only visible
because we chose a very high temperature compared with
typical vibration frequencies of adsorbates at metal surfaces
(we used kBT = �ω/30 which implies that T ∼ 120 K if
�ω = 300 mV).

The more intricate approximations thus concern the han-
dling of the energy dependence in ρa(ε). To explore the
accuracy of the linear expansion Eq. (22) [the EWBL Eq. (23)]
in the full parameter space of the single electronic resonance,
we take (�lin

in,0 − �in,0)/�in,0 [(�EWBL
in,0 − �in,0)/�in,0] evalu-

ated at eV = 2�ω as a measure of the relative error. The
results are shown in Fig. 3 for a fixed (weak) coupling to
the tip, �t = �s/1000. The red (blue) areas correspond to
overestimates (underestimates) of the spectral emission rate
by ignoring the energy variation in the adsorbate DOS. The
green lines mark the zero-error contours. From Fig. 3 one
clearly sees that the linearization and EWBL approximations
work well if �s � �ω (this condition will be satisfied for
a chemisorbed molecule on metal surface with large level
broadening �s compared to the vibrational energy) or εa ≈ εF

(on-resonance tunneling). The plots also reveal an apparent
third condition where the error is zero (the green contour in
the first quadrant). However, it is important to realize that
this only corresponds to intersection of the voltage-dependent
functions, i.e., for all other voltages eV = 2�ω the spectral
emission rates differ. By comparing Figs. 3(a) and 3(b), one
observes the same qualitative features, but that the errors are
somewhat larger in the EWBL. The particular set of parameters
used in Fig. 2 is indicated in Fig. 3 by the black dot.

6. Effect of the vibrational DOS

As mentioned above [cf. Eq. (11)], we are going to
take the vibrational DOS ρph(ω) explicitly into account for

(a)
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Error in ΓEWBL
in,0 at eV = 2 ω

FIG. 3. (Color online) Relative errors in (a) �lin
in,0 and (b) �EWBL

in,0 (with respect to �in,0) evaluated at eV = 2�ω. Red (blue) areas correspond
to overestimates (underestimates) of the spectral emission rate by ignoring the energy variation in the adsorbate DOS. The contour lines separate
steps of 25%. The thick green lines mark the zero-error contours. The black dots indicate the specific set of parameters used in Fig. 2. We fix
�t = �s/1000.
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FIG. 4. (Color online) Generic illustration of the vibrational generation rate �IET(V ) on (a) a logarithmic scale for the whole bias range and
(b) on a linear scale around the emission onset at positive sample voltage. The different curves correspond to the cases where the broadening
is dominated by temperature (thick red line) or by a width in the vibrational DOS characterized by either a Gaussian (σG = ��/15, thick
dashed blue line) or a Lorentzian (σL = ��/15, thin black line) distribution. For comparison, the result with a δ-DOS at zero temperature is
also shown (dotted curve). The model parameters are �s = 1000�t = εF − εa = 90kBT = 3��.

the vibrational generation rate �ν
iet(V ). We consider three

different spectral forms as characterized by either a δ func-
tion or Gaussian/Lorentzian distributions centered around a
characteristic vibrational energy ��, i.e.,

ρδ
ph(ω) = δ(�ω − ��) − δ(�ω + ��), (24)

ρG
ph(ω) = 1

σG

√
2π

1

Erf(��/
√

2σG)

{
exp

(
− (�ω − ��)2

2σ 2
G

)

− exp

(
− (�ω + ��)2

2σ 2
G

)}
, (25)

ρL
ph(ω) = 1

4 arctan(2��/σL)

{
σL

(�ω − ��)2 + (σL/2)2

− σL

(�ω + ��)2 + (σL/2)2

}
, (26)

These DOS all satisfy the physical conditions ρph(0) = 0 and∫ ∞
0 ρph(ω)dω = 1.

Figure 4 explores the role of the different vibrational DOS
spectra in �IET(V ). In general, we see that the vibrational
generation rate is qualitatively different depending on the dom-
inant source of broadening, namely, temperature or widths in
the vibrational DOS. Away from the threshold for vibrational
excitation eV = �� temperature and Gaussian broadening
display a rather similar voltage dependence (essentially expo-
nential in the low-bias regime). However, as seen in Fig. 4(a),
the Lorentzian line shape leaves a distinct shoulder on the
logarithmic scale. From Fig. 4(b) it is clear that, even when
parameters are chosen appropriately, each of the four cases
also behave differently close to the emission threshold.

D. Reaction yield

Let us next turn our attention to the reaction yield Y (V )
defined by

Y (V ) = R(V )

I (V )/e
= K�IET(V )

I (V )/e
, (27)

where K is a proportionality factor (branching ratio) which
depends on the kind of elementary process involved in
the single-electron tunneling event [Fig. 1 and Eqs. (7)–
(10)] and where I (V ) is the electrical current through the
adsorbate level at an applied voltage V . The elastic current is
given by

I (V ) = 2e

�

�s�t

�

∫ ∞

−∞
dε ρa(ε + eV )[nF (ε) − nF (ε + eV )],

(28)

where a factor 2 is included for spin.

1. Finite temperatures

When broadening of the reaction yield is dominated by
temperature (i.e., not by vibrational broadening), one can
evaluate Eq. (27) using Eq. (15) for the vibrational generation
rate in combination with Eq. (28) for the current. A numerical
example of this procedure is shown in Fig. 5 with red lines.

2. Vibrational broadened yields

Contrarily, when broadening of the reaction yield is
dominated by effects well described by broadened vibrational
spectra, one can resort to the zero-temperature limits for the
spectral generation rate [Eq. (18)] as well as for the current:

I0(V ) = 2e

π�

�s�t

�

[
arctan

2(eV − εa)

�
+ arctan

2εa

�

]
. (29)

A numerical example of evaluating Eq. (27) with Eqs. (11),
(18), (25), and (29) is shown in Fig. 5 with blue dashed lines.

3. Extended wide-band limit

Finally, useful analytic expression for the reaction yield can
be stated in the EWBL approximation where it simply reads
as

Y EWBL(V ) = KeffF(V,ρph), (30)
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where

Keff = γeh(�)

2��ρ(εF )
K (31)

is an effective (dimensionless) prefactor determined by the
elementary process [K is the proportionality constant R(V ) =
K�iet(V ), see Eqs. (7)–(10)] and F is a voltage-dependent
(dimensionless) function

F(V,ρph) = 1

|eV |
∫ |eV |

0
dω ρph(ω)(|eV | − �ω). (32)

To reach this expression we made use of the following
approximation for the elastic current:

IEWBL
0 (V ) ≈ σ0V, (33)

where the zero-bias conductance σ0 is simply

σ0 = 2e2

�

�s�t

�
ρa(εF ). (34)

The voltage-dependent function F takes the following
analytic forms for each of the three considered vibrational
DOS. With the δ function ρδ

ph(ω) it reads as

Fδ(V,�) = |eV | − ��

|eV | θ (|eV | − ��), (35)

lim
eV →∞

Fδ(V,�) = 1, (36)

with the Gaussian function ρG
ph(ω)

FG(V,�,σG) = 1 + |eV | − ��

|eV | EG(|eV | − ��)

−|eV | + ��

|eV | EG(|eV | + ��)

2 1 0 1 2

10 4

0.001

0.01

0.1
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Y
(V
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K

e
ff

Finite-T
ZT + σG
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FIG. 5. (Color online) Generic illustration of the reaction yield
Y (V ) in different limits. Two exact cases correspond to broadening
dominated by temperature (thick red line) or by a Gaussian vibrational
DOS (thick dashed blue curve). Two approximations are also shown:
EWBL with a Gaussian (thin black line) and a Lorentzian (dotted
black curve) vibrational density of states. The model parameters are
�s = 1000�t = εF − εa = 90kBT = 45σG = 45σL = 3��.

+ρph(|eV |)σ 2
G

|eV | , (37)

EG(X) = 1

2

Erf(X/
√

2σG)

Erf(�/
√

2σG)
, (38)

lim
eV →∞

FG(V,�,σG) = 1, (39)

and finally with the Lorentzian function ρL
ph(ω),

FL(V,�,σL) = 1 + EL

( |eV | − ��

σL

)
− EL

( |eV | + ��

σL

)

+
(

i
σL

2|eV | − �

|eV |
)
EL

( |eV |
σL + i2��

)

−
(

i
σL

2|eV | + �

|eV |
)
EL

( |eV |
σL − i2��

)
,

(40)

EL(X) = 1

2

arctan(2X)

arctan(2�/σG)
, (41)

lim
eV →∞

FL(V,�,σL) = 1. (42)

The property F → 1 for |eV | → ∞ implies that Y EWBL →
Keff , i.e., that the effective prefactor is essentially the saturation
value of the reaction yield at high voltages.

Figure 5 shows numerical examples of evaluating Eq. (30)
with Gaussian (thin black line) and Lorentzian (dashed black
line) vibrational DOS. It also highlights a drawback of the
EWBL approximation, namely, the loss of the fundamental
asymmetry between the two bias polarities.

In most cases, the Gaussian distribution for the vibrational
DOS provides the best agreement with experiments. This
can be rationalized by considering that this distribution is
most adequate to take into account all broadening effects
encountered in practice (thermal, noise/instrumental, intrinsic
lifetime broadening, and inhomogeneous broadening associ-
ated with random modulation of a vibrational energy) in a
single parameter (the total width). Tikhodeev and Ueba [29]
have shown that the broadening in the vibrational DOS due
to finite-temperature effects is well represented by a Gaussian
broadening, rather than the Lorentzian broadening associated
with intrinsic vibrational relaxation due to electron-hole pair
excitation.

When several vibrational modes ν are excited by the
tunneling electrons, the yield should be expressed as the sum
over contributions from each mode

Y EWBL(V ) =
∑

ν

Kν
effF

(
V,ρν

ph

)
. (43)

This formula, in combination with a suitable model for the
vibrational density of states, is our main result (based on
EWBL) which takes a form that is readily applied to fit
experimentally observed reaction yields due to single-electron
processes.
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4. On the bias polarity dependence

Our theory of STM-AS underlines the relevance of
observing Y (V ) at both polarities as is usually done for
STM-IETS in order to identify the vibrational fingerprints
superimposed on a noisy background signal. Within the present
adsorbate-induced resonance model, the vibrational modes
are resonantly excited through a temporal occupation of the
molecular orbitals (MO) by tunneling electrons, and excitation
probabilities of vibrational modes depend on the population of
the MOs at the corresponding energy. In this sense, STM-AS
probes not only vibrational states but also electronic states
near εF within a span of the vibrational energy of interest.
Almost all STM-AS experiments reported so far concerned
only positive bias voltages. However, we are aware of two
interesting exceptions: (i) The yield reported for switching
of an encapsulated Sc3N cluster within a C80 fullerene cage
[33] was essentially found to be independent on the bias
polarity. This points toward a quite flat electronic DOS near
εF (molecular resonances must be sufficiently far away in
energy). In contrast, (ii) the yield observed for dissociation of
an isolated dimethyl disulfide (DMDS) molecule (CH3S)2 on
Cu(111) [34] was found to be orders of magnitude smaller
for negative bias compared to that for positive bias. This
observation was indeed explained by a large energy variation
in the electronic DOS.

III. APPLICATION TO HYDROXYL DIMER SWITCHING

Recent low-temperature STM experiments [15,16] ob-
served the configurational flip motion between the high (H )
and low (L) conductance state of a hydroxyl dimer (OD)2 on
Cu(110), schematically shown in Fig. 6. The two hydroxyl
groups, bonded to the adjacent bridge sites along (001),
are oriented to take the optimal configuration for hydrogen
bonding.

We previously reported a comprehensive theoretical anal-
ysis of the (OD)2 on Cu(110) using DFT to determine the
optimized geometry and vibration frequencies, the relative
occupation of H and L conductance states as a function of the
bias voltage, as well as the nonlinear current-voltage curves
[19] using INELASTICA [20].

(a) H stat (e b) L state

D
O

Cu

STM tipSTM tip

Flip motion

FIG. 6. (Color online) Schematic view of the high (H ) and low
(L) conductance states of a hydroxyl dimer (OD)2 on Cu(110).
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FIG. 7. (Color online) Yield of flip motion for a hydroxyl dimer
(OD)2 on Cu(110). The experimental data [17] (red circles) are well
reproduced with a least-squares fit for the parameters (σ ν

ph,K
ν
eff,c)

using Eq. (43) (blue line) with two vibrational modes characterized
by the following parameters: (��(1), σ

(1)
ph , K

(1)
eff ) = (299 meV, 5 meV,

5.5 × 10−7), (��(2), σ (2)
ph , K (2)

eff ) = (336 meV, 20 meV, 2.7 × 10−6), and
constant c = 1.1 × 10−10 (background due to low-energy modes).

Here, we focus on another aspect of the experiment, namely,
the reaction yields [17] shown in Fig. 7 (red circles). As a
demonstration of the theory developed in the previous sections,
the figure also shows a least-squares fit for the parameters
(σ ν

ph,K
ν
eff,c) to the experimental data using Eq. (43) with

Gaussian DOS (blue line) assuming two active vibrational
modes with energies 299 and 336 meV, respectively. The
parameter c is a constant that represents a background due
to low-energy modes. All parameters characterizing the model
are given in the figure caption. The theory is able to reproduce
the experimental data very well.

To gain insight into the fitting parameters and the underlying
reaction mechanisms, we carried out DFT calculations with the
projector augmented wave (PAW) method and a plane-wave
basis as implemented in VASP [18]. The Cu(110) surface was
modeled by a five-layer slab with a 4 × 3 periodicity (lattice
constant a = 3.64 Å) and a vacuum region of ∼11 Å between
the slabs. We used a 515-eV energy cutoff, the Perdew-
Burke-Ernzerhof [35] generalized gradient approximation
(PBE-GGA) exchange-correlation functional, a 4 × 2 k mesh
for Brillouin zone sampling, and the first-order Methfessel-
Paxton scheme with 50-meV smearing for the Fermi surface.
The adsorbate and two topmost Cu layers were relaxed until

TABLE I. Calculated vibrational-mode energies �ω of a hydroxyl
dimer (OD)2 on Cu(110). The labelings ν, rotxy , and rotz refer to
the stretch, parallel-to-surface rotation, and perpendicular-to-surface
rotation, respectively.

�ω (meV) �ω (meV)
Mode This work Ref. [19]

ν(OD) 336 327
ν(OD-O) 299 302
rotxy(OD-O) 83 77
rotz(OD-O) 80 77
rotxy(OD) 58 52
rotz(OD) 52 50

035427-8



THEORY OF ACTION SPECTROSCOPY FOR SINGLE- . . . PHYSICAL REVIEW B 89, 035427 (2014)

(a) ν(OD) (b) ν(OD-D) (c) rotxy(OD-O)

(d) rotz(OD-O) (e) rotxy(OD) (f) rotz(OD)

FIG. 8. (Color online) Illustration of the vibrational modes of a
hydroxyl dimer (OD)2 on Cu(110). The labelings ν, rotxy , and rotz
refer to the stretch, parallel-to-surface rotation, and perpendicular-to-
surface rotation, respectively.

residual forces were smaller than 0.02 eV/Å. Vibrational
modes and harmonic frequencies were calculated by finite
differences with an amplitude of 0.02 Å in combination
with a strict criterion for convergence of the electron den-
sity. Site-projected density of states (PDOS) was calculated
using a Gaussian smearing of 0.25 eV and 8 × 8 k points
(LORBIT = 11).

Computed harmonic mode energies �ω are given in Table I
for the six most energetic vibrations and the corresponding
normal-mode vectors are shown in Fig. 8. Clearly, in the bias
range of the reported reaction yield (Fig. 7), only the free
ν(OD) and shared ν(OD-O) stretch modes are at play. In order
to limit the number of fitting parameters, we therefore fixed
the vibrational energies of the two modes to the calculated
ones. The two stretch modes are thus the responsible accepting
modes that couple to the reaction coordinate behind the switch-
ing process. Figure 9 shows the calculated two-dimensional
contour potential map of (OD)2 flip motion in terms of the
D-atom coordinates along (001). A barrier between the two
equivalent (OD)2 configurations (initial and final states) is
estimated to be about 300 meV, which is comparable to the
energy of the shared ν(OD-O) mode and lower than the free
ν(OD) mode.

Finally, Fig. 10 shows the PDOS onto the hydroxyl
dimer (OD)2 on Cu(110). An occupied molecular resonance
is observed at about 1 eV below εF , which suggests that
the parameters for a single-level model would be of the
order �s ≈ εF − εa ≈ 1 eV. The regime of these model
parameters is indicated by a black dot in Fig. 3. Collecting
the information above we can now proceed to estimate the
intermode conversion rate γν,RC for a vibrationally assisted
overbarrier process [Fig. 1(b)] via Eqs. (7) and (31) that simply
combines to

Keff = 1

2�

γν,RC

�ρa(εF )
. (44)

Taking ρa(εF ) ≈ 0.15 eV/spin from Fig. 10, we find
that γν(OD-O),RC ≈ 0.7 × 108 s−1 and that γν(OD),RC ≈ 4 ×
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FIG. 9. (Color online) (a) Definition of D-atom coordinates
(x1, x2) along (001). (b) Two-dimensional potential map of flip motion
of a hydroxyl dimer (OD)2 on Cu(110). For each set (x1, x2), the
total energy was calculated relaxing all other degrees of freedom in
the system (black dots). Contour lines (separated by 10 meV) were
interpolated numerically from the regular grid of data points. The
lowest-energy pathway from initial over transition to final state is
schematically shown with red arrows.
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FIG. 10. (Color online) Projected density of states (PDOS) onto
the hydroxyl dimer (OD)2 on Cu(110) in the ground-state configu-
ration (blue line). The occupied resonance suggests that parameters
for a single-level model should be of the order �s ≈ εF − εa ≈ 1 eV
(dashed line).
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108 s−1. These transition rates indicate quite efficient inter-
mode couplings compared to the electron-hole pair damp-
ing rates γeh ≈ 5 × 1010 s−1 and 2.5 × 1011 s−1 reported
in Ref. [19] for the shared and free OD stretch modes,
respectively.

IV. CONCLUSIONS

We have presented a versatile formula of AS to analyze
the reaction yield of single molecules induced by vibrational
excitation with STM. In the present form, it applies to any
single-electron processes (overbarrier, vibrationally assisted
tunneling, or coherent multiple vibrational excitation [26])
but can readily be generalized to multielectron cases such as
incoherent step-by-step vibrational ladder climbing [24,29].
Although the assignment of vibrational-mode energies can
be made from conventional � lnY (V )/�V plots, the present
formula can be used even with a limited number of the
experimental data points. The value of the obtained prefactor
Keff from experimental Y (V ) allows us to gain insights into the
microscopic mechanisms of vibrationally mediated motions
and reactions of single molecules on metal surfaces. As a
demonstration we here applied the formula to the flip motion
of a hydroxyl dimer (OD)2 on Cu(110) in combination with
vibrational modes and potential energy landscape obtained

by DFT calculations. The analysis allowed us to estimate
the intermode conversion rate from the shared and free OD
stretch modes excited by tunneling electrons into the reaction
coordinate.

Finally, the present theory also underlines the relevance
of observing yields Y (V ) at both polarities as this would in
principle provide information about variations in the adsorbate
DOS near the Fermi level on the energy scale of the quantum
associated with the accepting vibrational mode. In this way,
STM-AS is a complementary experimental tool to explore
not only dynamics of vibrationally mediated single-molecule
reactions, but in principle also aspects of the electronic
structure of the adsorbates.
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